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Gas Metal Arc Welding (GMAW) process was analyzed by combining a finite element
thermomechanical model for temperature and stress with solidification model. Model
prediction was compared with experimental data in order to validate the model. The effects
of welding process parameters on these welding fields were analyzed and reported. The
effort to correlate the residual stress and solidification was initiated, yielding some valuable
results. The solidification process was simulated using the formulation based on the
Hunt-Trivedi model. Based on the temperature history, solidification speed and primary
dendrite arm spacing were predicted at given nodes of interest. Results show that the
variation during solidification is usually within an order of magnitude. The temperature
gradient was generally in the range of 104–105 K/m for the given welding conditions
(welding power = 6 kW and welding speed = 3.39 to 7.62 mm/sec), while solidification
speed appeared to slow down from an order of 10−2 to 10−3 m/sec during solidification.
SEM images revealed that the Primary Dendrite Arm Spacing (PDAS) fell in the range of
101–102 µm. The range of predicted sizes was in agreement with the experimental values. It
was observed that the average size of the PDAS was dependent upon the welding speed.
The PDAS fell between 7.5 to 20 µm for columnar and 10 to 30 µm for equiaxed dendrites,
for welding speeds between 3.39 to 7.62 mm/sec. When the welding speed increased, it
was observed that the average size of the PDAS decreased, as the model had predicted. For
grain growth at the Heat Affected Zone (HAZ), Ashby’s model was employed, and the
prediction was in agreement with experimental results. For the residual stress calculation,
the same mesh generation used in the heat transfer analysis was applied to make the
simulation consistent. The analysis consisted of a transient heat analysis followed by a
thermal stress analysis. An experimentally measured strain history was compared with the
simulated result. The relationship between microstructure and the stress/strain field of
welding was also obtained. C© 2002 Kluwer Academic Publishers

1. Introduction
Welding is a complex process that involves many de-
pendent variables which control the final microstruc-
tures and, consequently, mechanical properties of the
weldment. Gas-metal-arc welding (GMAW) is usually
a semiautomatic or automatic process in which an arc
is struck between the filler metal and the workpiece,
thus, supplying heat. This process inherently includes
many nonlinear phenomena due to non-uniform heat
flow and requires detailed analysis informed by rig-
orous scientific understanding in order to control and
produce defect-free weldments. Heat transfer, solidifi-
cation, and stress analysis in the weldment are neces-
sary for a complete understanding of this process in
order to offer the theoretical background to prevent
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experimental trial-and-error. With the appearance of
new computer hardware and software, mathematical
modeling simulating such a sophisticated problem is
now possible.

New developments in computer programs and the
availability of high-speed digital computers have been
combined to provide a better understanding of the resid-
ual stresses due to welding and to identify and evaluate
means for controlling weld residual stresses. Analy-
sis capabilities have expanded from analytical methods
to more sophisticated, nonlinear, finite element based
analysis techniques. Both the temperature analysis and
elastic-plastic thermal stress analysis portions of resid-
ual stress models have been conducted with finite ele-
ment analysis.
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Figure 1 Schematic diagram for three dimensional GMAW process.

The GMAW process uses the filler metal as a con-
sumable electrode through the center of the weld noz-
zle, as shown in Fig. 1. In this case, when the electrode
comes close to the workpiece, an arc is struck between
the filler metal and the workpiece, and the filler metal
melts and joins two plates by filling a V-groove between
the two plates. Shielding gas, a mixture of argon and
oxygen gas, which flows through the annulus around
the nozzle, is simultaneously employed with the filler
metal in order to protect the weld from atmospheric
contamination. The model is incorporated the follow-
ing assumptions: (1) A part of the heat supplied by the
arc is consumed to melt the wire electrode continu-
ously. (2) A part of the heat is lost to the surroundings
before the plates receive it. (3) The arc beam power
distribution is considered to be Gaussian. (4) The heat
of the arc and the molten metal joining the workpiece
induces heat flow in all three dimensions of the work-
piece. (5) Heat is lost from the surface in the form of
convection and radiation. (6) The flow of the shielding
gas causes enhanced convective heat loss from a part
of the surface. The weld data used in this analysis are
summarized in Table I.

T ABL E I Welding data

Item Data

Welding Voltage (V ) 30.3 V
Welding current (I ) 200 A
Arc efficiency (η) 0.67
Welding speed (v) 3.387 mm/sec

5.08 mm/sec
7.62 mm/sec

Arc beam radius (rb) 5.56 mm
Filler wire diameter 1.6 mm
Filler wire feedrate 55.5 mm/sec
Nozzle diameter (D) 19.05 mm
Nozzle-to-plate distance (NPD) 19.05 mm
Nozzle angle with vertical (α) 0◦
Ambient temperature (Ta) 294 K
Filler droplet temperature 2300 K
Solidus temperature (TS) 1703 K
Liquidus temperature (TL) 1730 K
Latent heat of fusion (L) 273790 J/kg
Density (ρ) 7887 kg/m3

Shielding gas (98% Ar + 2%O2)
Flow rate 0.24 Liter/sec (30 ft3/hr)
Thermal conductivity (kgas) 0.0178 W/m/K
Specific heat (Cp gas)) 518.82 J/kg/K
Dynamic viscosity (µgas) 2.22 × 10−5 kg/m/sec
Density (ρgas) 1.78 kg/m3

Figure 2 Interrelationship of weld controlling fields with process
parameters.

The aim of this research is to develop a three-
dimensional transient mathematical model that con-
nects heat transfer history via solidification history to
stress history. If achieved and verified, one can corre-
late microstructure history to residual stress history—
something that has not been done in theoretical or math-
ematical form. The relationship between microstruc-
ture and residual stress could offer useful informa-
tion for evaluating crack initiation and propagation
during the GMAW process. In addition to it, the re-
lationship between microstructures and weld process
parameters can be predicted so that one can get a well-
controlled weld microstructure under given process
parameters.

The temperature history is the necessary input for
the prediction of the time-dependent solidification and
mechanical behaviors of the weldment. For a given de-
sign requirement to meet quality standards, the model
might be useful in optimizing the process parameters
since it could give the history information of temper-
atures and solidification microstructure parameters as
well as residual stresses.

The interrelationship of weld controlling fields (tem-
perature, microstructure, and stress field) with process
parameters can be seen in Fig. 2. For a given process-
ing parameter, first, temperature distribution, secondly,
microstructure distribution, and finally, residual stress
distribution will be predicted. Then the residual stress
will be correlated with the microstructure and char-
acterized. To both the welder and welding engineer,
this information will be beneficial in helping to solve
practical difficulties.

In order to achieve the goal, two approaches—
numerical and experimental—were adapted. For the
numerical approach, a 3-D transient finite element
model was adapted. This includes: heat transfer analy-
sis, which is a conduction model with convective and
radiative boundary conditions; stress analysis, which
will be used with a rate-independent plastic model with
kinematic hardening and the Von Mises yield criteria.
Microstructure analysis was equipped with the Hunt-
Trivedi model, with the steady state growth condition
in the fusion zone, and Ashby’s diffusion-controlled
grain growth model at the HAZ.

There have been many efforts to model the weld-
ing process. Rosenthal [1, 2] was the first to introduce
the analytical solutions for the moving point and line
heat source problem in welding and, later, Myers et al.
[3] summarized these analytical works and stated the
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T ABL E I I Modeling of weld pool convection (FDM)

Year Author Model Problem and Driving force

1980 Athey [4] 2-D, steady axisym, S arc, MHDa

1984 Oreper and Szekely [5] 2-D, transient axisym, S arc, MHD, B, ST
1984 Chan, Mazumder and Chen [6] 2-D, transient axisym, M laser, ST
1985 Kou and Sun [7] 2-D, steady axisym, S arc, MHD, B, ST
1986 Kou and Wang [8, 9] 3-D, steady M, laser, B, ST
1987 Chan, Mazumder and Chen [10, 11] 3-D, transient axisym, M laser, B, ST
1989 Zacharia, Eraslan, Aldun and David [12] 3-D, transient M arc, MHD, B, ST
1990 Zehr, Mazumder and Chen [13] 3-D, steady M laser, B, ST
1993 Ducharme, Williams, and Kapadia [14] 3-D, transient key hole, M Laser, B, ST

aMHD = Magneto-Hydro-Dynamic, ST = Surface Tension, B = Buoyancy, S = Stationary, M = Moving.

T ABL E I I I Modeling of welding (FEM)

Year Author Model Analysis

1973 Hibbitt and Marcal [15] 2-D, steady axisym, GMAW, heat transfer and stress
1975 Friedman [16] 2-D, plane stress axisym, S arc, heat transfer and stress
1978 Andersson [17] 2-D, steady axisym, SABWa, heat transfer and stress
1980 Rybicki [18] 2-D, quasi-steady axisym, multi-pass girth butt weld, heat

transfer and stress
1981 Andersson and Karlsson [19] 2-D, plane stress butt weld, heat transfer and stress, crack
1982 Argysis [20] 3-D, transient axisym, S arc, thermo-elastic and visco-plastic
1983 Stitt and Mazumder [21] 3-D, transient axisym, GTAW, heat transfer
1986 Goldak et al. [22] 3-D, transient M arc, thermo-elasto-plastic combined

isotropic-kinematic hardening
1988 Mahin et al. [23] 2-D, plane stress PASTAb, GTAW, thermal and stress
1989 Pardo and Weckman [24] 3-D, steady axisym, GMAW, heat transfer
1989 Tekriwal and Mazumder [25] 3-D, transient ABAQUSc, multi-pass GTAW and GMAW,

heat transfer and stress, kinematic hardening

aSABW = Submerged Arc Butt Welding.
bPASTA = Program for Applications to Stress and Thermal Analysis (Sandia NL).
cABAQUS = Commercial code by Hibbitt, Karlsson and Sorenson, Inc.

simplifying assumptions which limit the use of these
models. There are several fields which have recently
drawn much attention; such as weld pool convection
modeling [4–11, 26], modeling of the arc or weld torch
[21, 27], heat affected zone modeling with phase change
[28–30], fusion zone dendrite and/or cell transition
modeling, and weld residual stress modeling with ther-
mal history, etc. Table II summarizes the modeling of
weld pool convection using finite difference method
(FDM). However, in the case of GMAW, only a few
droplets are added at a time to the molten pool, thus the
weld-pool-convection phenomena are short and may be
neglected in comparison to the overall heat flow in the
process.

Hibbitt and Marcall’s paper [15] was the first to sim-
ulate the GMAW process. Using the finite element
method (FEM), the thermal model was developed by
uncoupling the mechanical aspect of the problem. Since
then, as shown in Table III, many researchers have
reported weld models to simulate thermal and stress
fields during the welding process. Kraus [31] has devel-
oped an optical spectral radiometric/laser reflectance
experimental method to measure the surface tempera-
ture on gas-tungsten-arc (GTA) welds in order to verify
mathematical models.

However, there is also a great need for predicting the
microstructure evolution during welding. Earlier works
have not taken the solidification microstructure evo-
lution into account and, therefore, complete explana-

TABLE IV History of solidification microstructures developments

Year Author Model/Theory

1935 Papapetrou [32] Dendrite growth model
(paraboloid)

1947 Ivantsov [33] Isotherm dendrite theory
(exact solution, paraboloid)

1963 Mullins and Sekerka [34, 35] Instability growth theory
1964 Voronkov [36] Instability growth theory
1966 Jackson and Hunt [37] Eutectic growth theory
1973 Oldfield [38] Computational growth model

(non-steady state, perturbation)
1978 Langer and Marginal stability theory

Müller-Krumbhaar [39] Dynamic growth theory
(LMK model)

1979 Hunt [40] Cellular-dendrite theory
(Marginal stability theory)

1981 Kurz and Fisher [41] Cellular-dendrite theory
(Kurz-Fisher model)

1984 Trivedi [42] Dendrite growth model
(Hunt-Trivedi model)

1991 Magnin and Trivedi [43] Eutectic growth theory
(modified Jackson-Hunt theory)

tions of the GMAW process have not been achieved
yet. Table IV lists the brief history of solidification
microstructure developments.

There have been many efforts to simulate solidifica-
tion processing using mathematical models in order to
analyze the welding process [44–47]. The difficulties
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in modeling solidification usually come from the dif-
ficulty in incorporating the microscopic aspects of the
model with the macroscopic aspects of the process. As
Rappaz [48] pointed out, this field is still in the early
stage of development, and most of the basic concepts
have not been systematically implemented into solid-
ification modeling codes, although they have already
been outlined.

Micro-macroscopic modeling has already been at-
tempted and has answered some of these questions. Pri-
mary phase formation in hypoeutectic alloys [49, 50]
and grain size and secondary arm spacing [51] were
predicted by some researchers. However, the predic-
tion of microstructural features and comparison with
experimental data are not yet reported in most papers
on micro-macroscopic modeling. Giamei [52] reported
that the barriers to solidification process modeling are
being overcome because the rapid advancements in
computer hardware and software have accelerated the
implementation of solidification process modeling. The
solidification and solid-state transformations that occur
during the high-energy density welding of austenitic
stainless steel, were also studied by Brooks et al. [53].

Ashby and Easterling contributed the first report
on diagrams for grain growth in welds in 1982 [28].
In 1984, Ion et al. [29] developed a second report
on diagrams of microstructure and hardness for heat-
affected zones in welds. In predicting microstruc-
ture and hardenability in low alloy steels, Kirkaldy
and Venugopalan [30] proposed volume fraction for-
mulas for low alloy steels and constructed the pre-
dicted IT (Isothermal-Transformation) curve and the
CCT (Continuous-Cooling-Transformation) curve. Re-
cently, Watt et al. [54] proposed an algorithm for
forecasting the microstructural development in weld
HAZ with the computer algorithm originally developed
for predicting the hardenability of low alloy steels by
Kirkaldy [30].

2. Mathematical modeling
It is critical to decide the proper method of analysis
in order to accommodate as many welding variables
as possible and accurately predict the transient tem-
perature distribution. The temperature history plays on
important role in determining the size of the fusion and
heat affected zones as well as grain size and growth pat-
tern, and, consequently, residual stress distribution and
distortion. Temperature-dependent material data was
used as inputs for these modeling and process con-
ditions, which were modified through reasonable as-
sumptions based on engineering and economic points
of view.

2.1. Process conditions
For heat transfer analysis:

• Arc heat flux (Gaussian distribution)

q(x, y, z, t) = −(∇KT ) (1)

• Convective boundary condition enhanced due to
shielding gas

−(∇KT ) = h(T − T∞) (2)

• Symmetry plane (y = 0 plane)

(∇KT ) = 0 at y = 0 plane (3)

• Convective boundary condition

−(∇KT ) = h(T − T∞) (4)

• Radiation boundary condition

−(∇KT ) = εσ
(
T 4 − T 4

∞
)

(5)

For stress analysis:
In tensor form, the equations of force equilibrium

would be written

∂Si j

∂xi j
+ ρ f j = 0 (6)

where ρ is the density and f j is body forces per unit
mass acting in the direction j . The moment or cou-
ple equilibrium conditions lead to that stress tensor is
symmetric in the absence of any coupled body forces.

Si j = Sji (7)

In the displacement formulation, the essential bound-
ary conditions were u = 0 for the clamped portion of the
plate surface and the normal displacement, uy , equals
0 for the plane of symmetry at the y = 0 plane. Natural
boundary conditions were embedded in the finite ele-
ment formulation and were given as zero traction on
the free surface of the plate. (Sii = 0)

As in the usual classical plasticity, the following
strain rate decomposition was used,

dε̇tot
i j = dε̇el

i j + dε̇
pl
i j + dε̇th

i j (8)

Creep strain was neglected, as in most welding anal-
ysis, based on the fact that high temperatures exist only
for a very short period during welding. When a material
at high temperature (>0.3 TM P ) is subjected to a con-
tinuous force (quasi-static condition), or to a force for a
considerable time, the creep strain must be considered.
Phase transformation strain was not included, since the
finite element code in this analysis does not support it,
and may result in small errors in the final analysis.

The effect of the strain rate is very small, because
of the welding process characteristics. Usually, its rate
is much faster than that of the casting process (and
the creep effect is also negligible). Generally, thermo-
mechanical properties under a high strain rate, for in-
stance, 10−2–10−3, are chosen. The kinematic hard-
ening rule, which was proposed by Prager [55] and
modified by Ziegler [56], was applied for the thermal
load, which might exceed the yield stress locus.
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For solidification analysis:
The H-T (Hunt-Trivedi) model for dendrite growth

[40, 42] was adapted. The steady state condition was
assumed in this model. Using the mass balance condi-
tion, the continuity of matter equation must be satisfied
everywhere on the solid-liquid interface

Vn
(
CL

I − CS
I

) + D
∂C

∂n
= 0 (9)

where Vn is the velocity normal to the interface, the
subscript I refers to the interface, the superscript L and
S to liquid and solid, and ∂C/∂ ñ is the concentration
gradient normal to the interface. Assuming that the re-
gion close to the tip can be approximated as a part of
the sphere, Hunt derived the following relationship be-
tween the primary spacing, λ, and the tip radius, R

Gλ2

R
= −4

√
2

[
mCt (1 − k) + GD

V

]
. (10)

For dendritic growth analysis, the Hunt model can
be simplified since the first term on the right side of the
above equation is dominant, and the value of R is given
by the dendrite tip stability criterion of Trivedi

R =
[(

�D

σ ∗V k�To

)(
Co

Ct

)]1/2

(11)

where σ ∗ is the dendrite tip selection parameter for
steady state dendrite growth and �To is the freezing
range of the alloy. Substituting R into the above equa-
tion, gives

λ =
[

32�Dk

σ ∗

]1/4

G−1/2V −1/4�T 1/4
o (12)

where Co ≈ Ct is taken for dendrite growth at low
velocity.

For grain growth analysis:
Assuming that grain growth is diffusion controlled,

driven by surface energy, and requires no nucleation,
the rate of growth at a fixed temperature T is given by

dg

dt
= κ1

2g
exp

(
− Q

RT

)
(13)

and grain size, g, after time t is

g2 − g2
o = κ1t exp

(
− Q

RT

)
(14)

where go is the initial size, κ1 is a kinetic constant, and
Q an activation energy. Here, temperature (T ) and time
(t) can be obtained from the thermal history, and it is
now easy to predict grain growth history at the HAZ.
Initial grain size can be obtained from experimental
samples.

2.2. Materials data
Material properties often behave with non-linearity in
high temperature regimes and should be properly dealt
with in the governing equation. For instance, specific
heat, thermal conductivity, elastic modulus, thermal ex-
pansion coefficient, and plastic modulus. etc., can be

varied with temperature. In this model, these material
properties were treated as functions of temperature and,
when necessary, data was interpolated. Since it is still
not possible to get temperature dependent properties
for solidification and grain growth, constants, or alter-
natives if properties were not available, were used.

The availability of thermo-physical data in the lit-
erature seemed to be limited. Most data was obtained
from room temperature to 2/3 of the melting tempera-
ture. Above the melting range, a few experimental re-
searchers produced useful data [57]. With the latent heat
effect, the thermo-physical properties of 304 stainless
steel demonstrate a sudden change at melting temper-
ature. Due to this, thermal conductivity and diffusivity
may be essential constants affecting the thermal his-
tory of the welding process. Expansion coefficients and
specific heat also exhibit the change at melting tem-
perature. The sudden increase enhances residual strain
during the heating process. When the heat eventually
drops, it causes the residual stress in the heat-affected
area of the weldment.

The thermo-mechanical properties for AISI 304SS
are limited in the range of operating temperatures. For
instance, above 1/3 of the melting temperature (Tm),
most metals experience creep, causing their mechanical
properties to drop significantly, and making it difficult
to estimate the value near melting point. Stainless steel
is not an exception [58].

Most of the experimental data for solidification re-
ported are based on pure component or binary alloy
cases. AISI 304 stainless steel is a multicomponent al-
loy with Fe, Cr, Ni, and trace amounts of other ele-
ments, as shown in Table V. Thus, the data from similar
binary alloy system (for instance, γ Fe-Ni binary alloy,
or Fe-Cr binary phase diagram) was used as an alter-
native for the numerical work, as shown in Table VI.
Some data, such as the Gibbs-Thomson coefficient (�)

TABLE V AISI 304 stainless steel typical composition

Nominal composition (wt%)
AISI
type no. C Mn Cr Ni Other (Fe, etc)

304 0.08 max 2.0 18–20 8.0–12 ∼70 Fe

TABLE VI Thermo-physical constants of AISI 304 SS for solidifi-
cation analysis

Solidification constants Value

mα = �T/�C = Solve of liquidas −2.4
temperature (K/wt%): for γ Fe-Ni

Rg = Gas constant (J/mol · K) 8.31
Do = Pre-exponential term (diffusion, 7.50∗ 10−9

m2/s) for γ Fe-Ni
Q = Activation energy for diffusion (J/mol) 230.58
� = Gibbs-Thompson coeff. (solid-liquid 1.90∗ 10−7

interface energy/�σf, mK) for γ Fe
σ ∗ = Operating parameter for dendrite growth 1/(4∗π2)
αo = Atomic jump distance for partitioning coeff. 4.0∗ 10−10

ko = Equilibrium partitioning coeff. 0.8
Co = Composition for Cr ∼18.

(72 wt%Fe-18 wt%Cr-10 wt%Ni)
Ct = Dendrite tip composition ∼18.
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T ABL E VII Physical constants for grain growth analysis

Constants Value

go = Initial grain size (mm) 18.0 * 10−3

k1 = Grain constant (mm2/s) 7.50 * 105

and solid-liquid interface energy, were obtained from
pure components (γ Fe) [59]. The data from pure or bi-
nary component materials may cause some errors in this
modeling work. However, most solidification data ap-
plied for the numerical simulation could be reasonably
close to that of AISI 304 stainless steel. There have been
some discussions on the solidification constant with re-
gard to the operating parameter (σ ∗) for the dendrite
growth [60, 61]. σ ∗ is the major constant which deter-
mines the shape of dendrite as well as the morphology
of dendrite. For this analysis, σ ∗ = 1/(4∗π2) = 0.0253
has been used.

For the grain growth analysis, the constants shown
in Table VII were used. In this case, it was hard to get
the grain constant for AISI 304 stainless steel, since
only Ashby and his fellows have done work in this area
[28, 29, 62]. Some data was obtained from his early
work.

2.3. Mathematical modeling
Most formulations and the basis of the finite element
model for the heat transfer analysis can be found in pre-
vious works [25, 58]. For stress analysis, the thermal
history obtained from heat transfer analysis was used
as an initial condition. For solidification analysis, the
temperature history from the heat transfer analysis was
modified and utilized using an algorithm developed for
this analysis. The algorithm was adapted to incorpo-
rate marginal stability theory as well as steady-state
dendrite growth theory. Diffusion coefficients as well
as partitioning coefficients were used as temperature-
dependent values. The grain size at the HAZ was also
predicted by using the diffusion control model. It was
assumed by Ashby that the diffusion is driven by sur-
face energy, and no nucleation is required [28, 29]. This
grain growth model then adapts the extent of transfor-
mation, which depends on the integrated number of
diffusive jumps during weld cycles.

3. Results and discussion
3.1. Heat transfer analysis
Heating and cooling are the key process in welding,
causing complex and severe phenomena in the welding
microstructure. Fig. 3 shows the temperature history at
x = 25.4 mm plane. (Welding power = 6 kW, welding
speed = 3.39 mm/sec) (a) t = 8.9 sec (b) t = 9.3 sec
(c) t = 10.0 sec, and (d) t = 10.2 sec for y = 0 plane.
The melting range can be detected from the solidus and
liquidus temperature. Fig. 3a shows the temperature
isotherm after the torch is turned off at t = 7.5 sec.
From this contour, one can also predict the width to
depth ratio of the FZ. After t = 10.2 sec, as shown in
Fig. 3d, there is no longer a melting zone.

For cooling rate information, which is important in
determining the solidification history, Fig. 4 was con-
structed. It shows the cooling rate history at y = 3.4 mm
plane, parallel to the welding direction. As shown in
Fig. 4, negative means heating, while positive means
cooling. This shows that the maximum cooling rate dur-
ing the process is about an order of 103◦C/sec, and the
cooling rate decreases drastically once the heat source
is gone.

3.2. Solidification analysis
Temperature history from heat transfer analysis is used
as an input to calculate the solidification variables such
as temperature gradient, cooling rate, and growth rate.
In this modeling, the Scheil equation [63] or non-
equilibrium lever rule for solute redistribution was em-
ployed, since solid state diffusion is small. Complete
mixing is assumed to occur in the liquid. The assump-
tion would be valid for primary austenite solidification
where the diffusion rates are certainly low enough.

Since nucleation kinetics was not considered in this
model, the prediction of the solidification history is
incomplete. However, solidification in the weld does
not necessarily require nucleation before growth of the
solid interface since the liquid atoms need only assume
positions corresponding to extension of the crystal lat-
tice of the solid [64]. Nevertheless, the predicted PDAS
match well with the measured PDAS in both colum-
nar and equiaxed dendrites. Mainly, the PDAS was
investigated because it can be easily verified through
experimentation. The secondary dendrite arm spac-
ing (SDAS) and tip radius, as a by-product, were not
extensively measured in the experiment.

Fig. 5 shows the temperature history at x = 0 plane
when (a) t = 1.5 sec, (b) t = 2.2 sec, and (c) t = 2.8 sec.
Based on the temperature information (Fig. 6 for the
821 node case), a solidification history was constructed.
The movement of the solidification front, which is
nearly identical to the isotherm, controls the solidifica-
tion speed, which results in microstructure evolution.

Fig. 7 simulates the solidification variables in differ-
ent positions along depth from the top surface at the
FZ. From the simulation, one can find that the solidifi-
cation speed is not constant, but changes with time and
usually tends to decrease at the end of solidification. It
is noted that the advantage of the transient model can
be characterized and strengthened from these figures.

Fig. 8 plotted the predicted PDAS contour after so-
lidification completed in the v = 3.39 mm/sec case. The
PDAS at the interface appeared shorter than that in the
center area of the FZ, even though the solidification ve-
locity in the center area at the FZ is higher than that
at the interface. It was explained that the effect of tem-
perature gradient on PDAS was much greater that of
solidification speed. The observed differences here are
caused mainly by differences in temperature gradient
variations, where temperature gradient is much higher
at the fusion line than at the weld center line.

The analysis for dendrite growth was performed us-
ing the formulations based on the Hunt-Trivedi model.
The results show that the variation during solidification
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Figure 3 Temperature contour history (Welding power = 6 kW, welding speed = 3.39 mm/sec) (a) t = 8.9 sec (b) t = 9.3 sec (c) t = 10.0 sec for
x = 25.4 mm plane, and (d) 10.2 sec for y = 0 plane, where t = accumulated heat transfer time.

time exists, and it is approximately within an order of
magnitude. The temperature gradient was generally in
an order of 104–105 K/m, while solidification speed
appeared within an order of 10−2 to 10−3 m/sec. The
PDAS was in the range of 101 to 102 µm. The range of
the sizes was in good agreement with the values in the
references [59–65].

The influence of welding speed on the PDAS was
also simulated as shown in Fig. 9. As expected, the
PDAS decreases with increasing welding speed. It is
noted that the range of the PDAS, i.e. the growth of
spacing during solidification, varies with the welding
speed.

3.3. Stress analysis
Fig. 10 shows the residual stress distribution at the x = 0
plane. As shown in the figures, the residual stresses after

t = 7.0 sec, when the heat source is removed, were low
because the temperature was still high. However, it in-
creased dramatically after t = 1750 sec. The stress state
at the top surface (y = 0 plane) shows a large amount
of residual stress. At the top surface, the residual stress
exceeded the yield stress (∼280 MPa for 304 stainless
steel).

Fig. 11a through c shows the simulation of the de-
formation structure history for this analysis. Stress and
deformation are largely opposed. From the simulation,
it can be predicted whether the magnitude of distortion
is within the tolerance allowed, since the welding prob-
lems usually come from the over-distorted area due to
improper welding process parameters.

Residual stresses in the longitudinal direction of the
weld, in the transverse direction, and in the direction
of plate thickness occur as a result of similar mecha-
nisms. Weld-longitudinal stresses (S11) are generated in
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Figure 4 Cooling rate contour history at y = 3.4 mm plane (welding power = 6 kW, welding speed = 5.08 mm/sec) (a) t = 5 sec (b) t = 6 sec (c) t = 10
sec, and (d) t = 20 sec where t = accumulated heat transfer time.

accordance with the mechanism of a weld seam, which
contracts longitudinally. The tensile stresses are limited
to a narrow area close to the weld, their maximum value
being at or above the yield limit. Lower compressive
stresses exist in the surrounding region, dropping off
rapidly the further away they are from the weld. Weld-
transverse stresses (S22) in the plane of the plate are
generated in accordance with the mechanism of a weld
seam which contracts transversely, especially when the
plate is restrained. They are not restricted to a narrow
area close to the weld, thus they exist in the surrounding
region. They are supported in a similar way as external
forces and, provided the support has sufficient elasticity,
remain below the yield limit. Weld-transverse stresses
in the direction of plate thickness (S33) may at least then
be generated if the plate thickness is sufficiently large.
They result in the unsafe triaxial tensile stress states.

Fig. 12a and b show results for the predicted resid-
ual stresses for various welding speeds. Fig. 12a and
b show the stress history at v = 3.39 mm/sec, and

v = 5.08 mm/sec, respectively. With increasing weld-
ing speed, the residual stresses appear to increase, since
the cooling rate increases in the same fashion. As ex-
pected, the cooling rate appears to be the dominating
factor in controlling the residual stress status.

3.4. Effect of cooling rate on stress
in the FZ and HAZ

Welding speed is one of many welding process parame-
ters that can change the microstructural characteristics.
Cooling rate is strongly dependent upon the welding
speed. If the welding speed increases, the cooling rate
also increases. Increasing the welding speed decreases
the total specific energy into the substrate. Most mi-
crostructural characteristics, including the PDAS and
tip radius, are affected by the cooling rate change.
Fig. 13 shows similar results, but at the FZ. Transient
transverse stress (S22) increased with increasing weld-
ing speed (compare (a) with (b)). Thus, the final residual
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Figure 5 Temperature history at x = 0 plane (welding power = 6 kW, welding speed = 5.08 mm/sec) (a) t = 1.5 sec, (b) t = 2.2 sec and (c) t = 2.8
sec.

Figure 6 Solidification history at x = 0 plane (821 nodes case) (welding
power = 6 kW, welding speed = 5.08 mm/sec).

Figure 7 Microstructure history at z = 0 mm (at x = 0 plane).

stress of v = 5.08 mm/sec case will be higher than that
of v = 3.39 mm/sec.

3.5. Effect of cooling rate on PDAS in the FZ
Influence of welding speed on the PDAS also was sim-
ulated as already shown in Fig. 9. It was observed that
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Figure 8 Predicted PDAS contour after solidification (at x = 25.4 plane) (welding power = 6 kW, welding speed = 3.39 mm/sec).

T ABL E VII I Effect of process parameters on temperature-stress-
microstructure fields

Fields Variables Trends

Process parameters Weld speeda (v) ↑ ↓
Heat fluxb (V I ) ↑ ↓

Temperature field Power density (P) ↓ ↑ ↑ ↓
Cooling rate (dT/dt) ↑ ↓ ↓ ↑

Stress field Residual stress (σ ) ↑ ↓ ↓ ↑
Residual strain (ε) ↑ ↓ ↓ ↑

Microstructure field PDAS, SDAS, rtip (at FZ) ↓ ↑ ↑ ↓
Grain size (at HAZ) ↓ ↑ ↑ ↓

aWelding speed: 3.39 mm/sec, 5.08 mm/sec, and 7.62 mm /sec.
bHeat flux: 4000 W and 6000 W.

Figure 9 Simulated PDAS vs. welding speed (v) during solidification
(welding power = 6 kW, at the FZ (x = 15.24, y = 0, z = 6.24), unit in
mm).

higher welding speeds result in shorter PDAS. It is
noted that the range of PDAS, i.e. the growth of spac-
ing during solidification, varies with the welding speed.
Since cooling rate is related to welding speed, it is natu-
ral that the PDAS shortens with higher welding speeds.

Table VIII summarizes the relationship between the
three welding fields and process parameters. Increasing
weld speed and decreasing weld heat flux will increase
the cooling rate. Increasing the cooling rate will result
in an increase of residual stress and strain. Meanwhile,

one can expect narrow PDAS and SDAS with increasing
cooling rate.

3.6. Experimental verification
Experimental temperature and strain measurements
have been performed using thermocouples and strain
gages with automatic data acquisition systems. Fig. 14
shows the experimental set-up for this welding experi-
ment. A process controller and a temperature data ac-
quisition device were used to collect transient tempera-
ture data with thermocouples. Strain data was collected
separately through a strain data acquisition device with
strain gages. The welding machine with an image pro-
cessing CCD camera was operated under a computer
controlled system. The machine had 2 axes (x and y)
controlled by a computer and one, the z-axis, controlled
manually.

Welding samples were prepared with thermocou-
ples and strain gages, which were mounted on the sur-
face (top and bottom). For strain data collection, the
SOMAT®† data acquisition system was employed since
the system can collect and plot the transient data with
good sampling resolution and a well-designed noise
protection device. The data acquisition stacks are prop-
erly arranged to protect from the possible noise. The
strain gages were so sensitive and fragile that excessive
heat from radiation during the GMAW process could
cause severe damage to the gage wire as well as the
strain gage itself (Diameter = 1.5875 mm, Max. Temp.
allowed 750◦F). To protect the gage from the radiation
heat, RTV (Room Temperature Volcano) coating was
used to the gages. The strain acquisition device was
also synchronized with the weld system controller so
that all of the data can be gathered in the same fashion.
(Table IX)

SEM photo images of the FZ, as shown in Fig. 15a
and b, reveal the size of columnar and equiaxed
dendrite, respectively. The transition zone between

† SOMAT® is a trademark of SOMAT Inc. in Champaign, Illinois.
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Figure 10 Residual stress (Von Mises stress) distribution at y = 0 plane (a) after 7 sec, (b) after 1750 sec (welding power = 6 kW, welding speed = 5.08
mm/sec).

(a) (b)

(c)

Figure 11 Deformed shape history (welding power = 6 kW, welding speed = 5.08 mm/sec) (a) t = 6.2 sec, (b) t = 20.0 sec, and (c) t = 1800.0 sec
(magnification factor = 10).
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(a)

(b)

Figure 12 Predicted residual stress history for various welding speeds (a) v = 3.39 mm/sec, (b) v = 5.08 mm/sec.
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(a)

(b)

Figure 13 Effect of welding speed on residual stresses at FZ. (a) v = 3.39 mm/sec, and (b) v = 5.08 mm/sec.
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Figure 14 Experimental set-up for GMAW.

Figure 15 SEM image at FZ (sample#6) (a) columnar dendrite zone, (b) equiaxed dendrite zone, (c) transition zone.

columnar and equiaxed dendrites, in general, appears
in the mixed dendrite zone, as shown in Fig. 15c.

The experimental results are very much in accord
with earlier simulated results. Fig. 16 shows the com-
parison between simulated results and experimental
results for welding power = 6 kW and speed =
5.08 mm/sec at the HAZ.

Fig. 17 shows the comparison of experimental data
with predicted data generated by this modeling work.
At the FZ, both columnar and equiaxed dendrites show
small gaps between the predicted data and the experi-
mental data measured, but they remain in the same order

of magnitude. The predicted data from the numerical
model show slightly higher values than the data from the
experiment, but they are within an order of magnitude.

Columnar dendrites, which are oriented toward the
FZ from the interface of the FZ and the HAZ, show very
uniform distribution throughout the FZ. The average
columnar dendrite size was dependent upon the weld-
ing speed and measured between about 7.5 to 20 µm for
welding speeds of 3.39 to 7.62 mm/sec. Even though
the predicted one has a little bit higher value than
experimental one, the difference is within an order of
magnitude.
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T ABL E IX Strain/temperature data set

Sample Power Speed Strain gage position
no. (kW) (mm/sec) from center (mm)

welds1 6 7.62 16
welds2 6 5.08 25
welds3 6 5.08 40
welds#1 6 5.08 16
welds#2 6 5.08 25
welds#3 6 5.08 40
welds#4 6 7.62 16
welds#5 6 7.62 25
welds#6 6 7.62 40
welds#7 6 3.39 16
welds#8 6 5.08 25
welds#9 6 5.08 40

Figure 16 Comparison of predicted and experiment data at HAZ (weld-
ing power = 6 kW, welding speed = 5.08 mm/sec) (y = 16 mm from
weld centerline at top surface).

Figure 17 Comparison of numerical and experimental data (welding
power = 6 kW).

Equiaxed dendrites, which are observed in the central
part of the FZ, show closer agreement with predicted
data. The average size of the equiaxed dendrites was
also dependent upon the welding speeds and measured
between 10 to 30 µm for welding speeds of 3.39 to 7.62
mm/sec. It should be noted that increasing the welding
speed decreases the size of the PDAS as well as the
SDAS.

Fig. 18 shows the comparison of numerical and ex-
perimental strain data at y = 25 mm on the top surface

Figure 18 Comparison of numerical and experimental total strain
(ε22) data (y = 25 mm at top surface: (x = 8.46 mm, y = 25.0 mm,
z = 5.82 mm)) (welding power = 6 kW, welding speed = 5.08 mm/sec).

[(x = 8.46, y = 25.0, z = 5.82): unit in mm]. The nu-
merical strain data shows lower transient strain than
the experimental data (about 10–20% lower). Since the
model does not consider phase transformation stress af-
ter solidification, the numerical data could be smaller
than that of the experiment. Adding creep analysis into
the stress model may help improve prediction since
excessive heat energy could contribute to the creep
phenomena during the cooling cycle of the welding
process. In addition, one can explain that the differ-
ence is due to the accuracy of thermomechanical data
employed in the model.

As a result, the experimental results prove the model
prediction of this work is reasonably close to the real
case. The assumptions made during the course of mod-
eling are reasonable in retrospect. Nevertheless, the
model could be made better by the addition of a phase
transformation analysis. Surely the experimental veri-
fication makes this model powerful and reliable.

4. Conclusion
In summary, networking three weld fields—
temperature, microstructure, and stress—has been
attempted and produced a reliable model using a
numerical method with the finite element analysis
technique. Experimental results have validated this
modeling effort. The effect of the welding process
parameters to the welding fields was analyzed and
reported. It has been suggested that perhaps the specific
welding energy (welding power/welding speed) is
the controlling parameter for the welding process in
determining the three weld fields. This implies that
increasing the welding power and welding speed
will give the same results as decreasing the welding
power and welding speed in the thermal, stress and
microstructure distributions. However, this could not
be verified since welding power was not varied in the
experiments. In the future, these problems should be
addressed. The effort to correlate residual stress and
the microstructure field has been initiated and some
valuable results have been found.
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